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Deep Reinforcement Learning

MuJoCo Locomotion Tasks from OpenAl Gym
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Policy Gradient Methods

On-Policy Policy Gradient

I TRPO in continuous control
[Schulman et. al., 2015 ]

Off-Policy Actor-Critic

I DDPG in continuous control
[Lillicrap et al., 2016, Silver
et al., 2014 ]
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Policy Gradient Success Stories

MuJoCo Domains for Continuous Control

Many interesting results recently

I Q-Prop estimator
(Gu et al., 2016)

I Adversarial Imitation Learning
(Ho et al., 2016)

I Interpolated policy gradients
(Gu et al., 2017)

I Model-Agnostic Meta-Learning
(MAML) (Finn et al., 2017)

Most papers use DDPG and TRPO
as baseline algorithms



Policy Gradient Success Stories

MuJoCo Domains for Continuous Control

But how di cult is it to reproduce baseline
experiment results with DDPG and TRPO?



Replicating Policy Gradient Experiments

Baseline Implementations :

I OpenAl rllab (Duan et al., 2016)
I With DDPG and TRPO

Turns out, it is not easy to reproduce policy gradient
experiments on MuJoCo domains environments



Reproducibility of Baseline Results

Di culty of reproducing baseline results

I Careful ne-tuning of hyperparameters
I Intricate details of algorithms

I Lack of reliable tuned implementations
(OpenAl Baselines recently...)

I Number of episodes or iterations
I Number of experiment trials



Reproducibility of Baseline Results

Finding theright hyperparameters is hard!

Hyperparameters can often, have a profound e ect

I We nd that random seedscan make a
statistically signi cant di erence in performance

I Randomnessin MuJoCo environments

Often less signi cant hyperparameters anot clearly reported



Fine-tuning hyperparameters
Reproducing baseline DDPG results



Fine-tuning hyperparameters
Reproducing baseline TRPO results






